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First try to find out why RR Scheduler failed. Interestingly, RR Scheduler will choose the first interface most of the time, so when this interface fails, RR Scheduler will send almost no data. Looks like it is not an ideal RR scheduler, and recording data within the Scheduler is not a good idea.

The first two schedulers implemented are Low RTT Scheduler (see include/LowRTTScheduler.hh) and High Throughput Scheduler (see include/HighThroughputScheduler.hh). They both traverse one attribute from each interface’s TCPBasicMetricValue, then find the relatively-best interface based on the attribute. Both of them work well, though Low-RTT performs a little better.

In order to combine the two attributes, a few experiments have been conducted, leading to Final Scheduler (see include/FinalScheduler.hh). The best method is to take as the attribute, and choose the interface with the highest , which is similar to the BBR congestion control algorithm. One trick is that it seems that the influence of throughput is little when all the interfaces having a low throughput. So, in my implementation, a bias is added to the throughput. For example, consider a condition where

interface 1: RTT=10, throughput=30;

interface 2: RTT=20, throughput=70;

When no bias is added, interface 2 will be chosen. But if a bias of 50 is added to the throughput, then , while , so it is interface 1 that is to be chosen. From a few tests, the bias around 100 reaches the best result.

Another thing that needs mentioning is that in PolicyManager.cc, I simply change the scheduler for all the connections, because it seems that all the connections have a given priority of MEDIUM when no special work is done.